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ABSTRACT

The dynamic and lossy nature of wireless communication
poses major challenges to reliable, self-organizing multihop
networks. These non-ideal characteristics are more problem-
atic with the primitive, low-power radio transceivers found
in sensor networks, and raise new issues that routing pro-
tocols must address. Link connectivity statistics should be
captured dynamically through an efficient yet adaptive link
estimator and routing decisions should exploit such connec-
tivity statistics to achieve reliability. Link status and rout-
ing information must be maintained in a neighborhood ta-
ble with constant space regardless of cell density. We study
and evaluate link estimator, neighborhood table manage-
ment, and reliable routing protocol techniques. We focus
on a many-to-one, periodic data collection workload. We
narrow the design space through evaluations on large-scale,
high-level simulations to 50-node, in-depth empirical exper-
iments. The most effective solution uses a simple time aver-
aged EWMA estimator, frequency based table management,
and cost-based routing.
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1. INTRODUCTION

The routing problem for sensor networks differs substan-
tially from that of traditional ad-hoc wireless networks be-
cause sensor nets typically involve many resource constrained
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nodes that are densely connected by low-power radios and
operate in aggregate over multiple hops to achieve some
application-specific communication pattern. In the more
traditional setting, we typically assume 802.11 links, ab-
stracting away the underlying physical layer and MAC pro-
tocol, and collections of independent pair-wise connections,
abstracting the application. In sensor nets we have the op-
portunity and the requirement to consider a larger design
space, because factors from below and above potentially in-
teract heavily with routing. For example, a basic notion like
shortest path is only well-formed relative to some definition
of a connectivity graph describing which nodes can commu-
nicate over a single hop. For an actual sensor network, the
connectivity graph is discovered by nodes observing commu-
nication events and sharing this information. Moreover, con-
nectivity is not a simple binary relation, but a statement of
the likelihood of successful communication. A nearby node
may be in communication most of the time, but not always,
depending on interference, congestion, and other sources of
loss. Communication may occur less reliably with nodes far
away, but there are many distant nodes and a few of them
are likely to have strong connectivity. Generally, many of
the links are lossy and the loss rate may change dynami-
cally with environmental factors or due to contention aris-
ing from the highly correlated behavior of the application.
Thus, routing algorithms for sensor nets should take into ac-
count these underlying factors and be evaluated in concert
with the lower level estimation mechanisms under realistic
loads.

In this paper, we explore connectivity analysis, neighbor-
hood management, and routing on dense sensor networks
with simple, low-power radios and limited storage. To ground
the application context, we consider a basic data gathering
communication pattern, where a large collection of nodes
route periodically sampled data over multiple hops to an in-
dividual sink. This might be one directed diffusion flow
along a simple gradient or a single selection query. To
ground the hardware and physical configuration factors, we
focus on large sensor fields of Berkeley TinyOS motes [13]
spread roughly as a uniform grid over a large, essentially
unobstructed, indoor space.
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of nodes at a range of distances. This yields a model where
both the mean link quality and variance in quality are a



function of distance. For large collections of nodes, this
simple model exhibits qualitatively the irregular connectiv-
ity patterns that have been observed in real deployments [8].

Section 3 investigates simple, efficient estimators for de-
termining these link probabilities. Here, a node can estimate
the quality of the link from other nodes passively by collect-
ing statistics on packets it happens to hear, or by actively
probing. Many link estimators have been proposed for vari-
ous wireless channels and transport protocols, and we want
to identify one that reacts quickly to changes in link rate,
yet is stable with small error or bias, and requires little stor-
age and computation. To explore this subset of the design
space, we employ a synthetic loss rate generator for which
the underlying probability is known. This narrows the op-
tions to a few choices that are examined on empirical traces.
We find that a new exponentially weighted average of win-
dowed averages is most attractive. This option is used for
the remaining simulation and empirical evaluations.

Section 4 explores how to manage a finite, typically small,
neighborhood table in which connectivity and routing infor-
mation is kept. Given the observed link characteristics, we
expect that in a large, dense sensor field, each node will
have a few good neighbors and many low quality links to
other nodes. In order to build an estimation of a link, the
statistical history for the remote node must be in the neigh-
borhood table and it must stay there long enough to obtain
meaningful statistics. Connectivity varies with changes in
environmental conditions and mobility, so when a packet
arrives from a node that is not in the small neighborhood
table, how do we determine whether to allocate a slot to
it and which entry to evict to do so? This problem is re-
lated to on-line frequency determination, where the goal is
to identify the most important entries in a stream using a
buffer that is roughly the size of the entries of interest. We
find that an insertion policy with adaptive down-sampling
and an eviction policy that preserves the most frequently
occurring nodes is able to retain a large fraction of the best
neighbors in the table.

With these mechanisms in place, Section 5 builds a frame-
work for cost-based distributed route formation over the
neighborhood structure and investigates various forms of
shortest-path and minimum transmission routing. In the
case of a single data gathering flow, route formation reduces
to maintaining a next-hop neighbor, or parent, forming a
routing tree directed at the sink. Routing is accomplished
by transmitting data along each such hop toward the sink,
possibly retransmitting packets when losses occur. Underly-
ing issues of parent selection, cost propagation, cycle avoid-
ance, duplication elimination, and queue management are
addressed in formulating the routing framework.

Section 6 evaluates a wide range of routing alternatives
in terms of hop distribution, path reliability, and stability
of the routes on large networks. It proceeds in three levels
of fidelity. To develop intuition on the trade-offs involved,
an initial analysis is performed on probabilistic connectiv-
ity graphs, where the link quality of each edge is selected
from a probability distribution based on empirical charac-
terization. Packet level simulations on 100-node networks
are performed on several routing algorithms to capture ad-
ditional fidelity, dynamic behavior, and contention arising
from aggregate traffic. This analysis narrows the options
that are selected for in-depth empirical evaluation on a 50-
node network in a large indoor space. Each of numerous

empirical runs takes about three hours in a building foyer,
performed during times when pedestrian traffic is low.

Overall, this study provides a wealth of data on the in-
teractions across the system layers involved in the routing
problem for sensor networks, as well as presenting new, sim-
ple routing techniques. It also exhibits an empirical method-
ology for slicing through this very large design space, which
is both application dependent and unconstrained by link-
level standards. Although our evaluation is on stationary
networks, our design is capable of adapting to network dy-
namics, mobility, or obstructions.

2. EMPIRICALLINK CHARACTERISTICS

The starting point for development of a practical topol-
ogy formation and routing algorithm is an understanding of
the loss behavior of the link under various circumstances.
Previous studies have indicated that radio connectivity is
imperfect and non-uniform, even in ideal settings [3, 4, 8].
Rather than carry along a detailed model of the platform or
the propagation physics, we seek a simple characterization
of the channel that can be used in topology formation.

2.1 Hardware Platform

The hardware platform is the Berkeley Mica mote run-
ning TinyOS. Each sensor node consists a 4MHz Atmel mi-
croprocessor with 128kB of programmable memory and 4kB
of data memory. The network device is a RF Monolithics
916MHz, amplitude shift keying (ASK) RF transceiver, ca-
pable of delivering up to 40 kbps; it emits less than a milli-
watt of RF power [14]. The RF transmit power can be tuned
in software, with 0 being the maximum and 100 being the
minimum. A node can be configured as a base station to
route over standard serial port interface by attaching an ex-
tra hardware board. The base station serves as the traffic
sink. TinyOS [15] provides a programming environment and
a complete network stack on this platform. Its active mes-
sage layer provides a connectionless packet abstraction, with
a normal packet size being about 30 bytes. A DC-balanced
SECDED scheme is used for encoding each byte. A 16-bit
CRC is computed over the entire packet to determine suc-
cessful packet reception. A link-level acknowledgment can
be sent by the receiver for each packet successfully received.
A simple CSMA-based MAC is employed [22]; it adds a ran-
dom delay before listening for an idle channel and backs off
with a random delay over a predefined window when the
channel is busy.

2.2 Empirical Observations

To characterize the empirical link quality on this plat-
form, we measured loss rates between many different pairs
of nodes at many different distances. To do this efficiently a
sequence of sensor nodes is arranged linearly with a spacing
of 2 feet. Each node is scheduled to transmit 200 packets
at a given power level at 8 packets/s; at any time, there is
one transmitter and the remaining nodes count the number
of packets successfully received from the transmitter. Thus,
for a single transmitter, we obtain numerous measurements
at different distances.

Figure 1(a) shows a scatter plot of how link quality varies
over distance for a collection of nodes on the ground in an
open tennis court for a power level of 50. A number of other
settings show analogous structure. As expected, for a given
power setting there is a distance within which essentially all
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Figure 1: Empirical results illustrating variations in
reception probability.

nodes have good connectivity. The size of this effective re-
gion increases with transmit power. There is also a point
beyond which essentially all nodes have poor connectivity.
However, very distant nodes occasionally do transfer pack-
ets successfully. In the transitional region between these
points, the average link quality falls off smoothly, but in-
dividual pairs exhibit high variation. Some relatively close
pairs have poor connectivity, while some distant pairs have
excellent connectivity. A fraction of pairs have intermediate
loss rates and asymmetric links are common in the transi-
tional region; similar results have also been reported in [3].

The next question is whether link quality is stable when
nodes are immobile. With a fixed source sending to a re-
ceiver at a given distance, we would like to observe how
link quality changes over time. Figure 1(b) shows a situ-
ation where a transmitter sends 8 packets/s in an indoor
environment for a period of 20 minutes at a distance of 15
feet and then is moved closer to the receiver where it re-
mains stationary for four hours. We see that link quality
can undergo abrupt changes. At each distance the mean
link quality is relatively stable, and intermediate between
the present/absent extremes. Furthermore, there is signif-
icant variation in the instantaneous link quality. For ex-
ample, the link quality exhibits a mean of about 65% with
about 10% swing, using a sample size of 240 packets.

If we apply this link characterization to a large field of
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Figure 2: Cell connectivity of a node in a grid with 8-
foot spacing as generated by our link quality model.

nodes, we expect a small, somewhat irregular region of nodes
that share good connectivity. Some more distant nodes are
expected to also have good connectivity. Many nodes over
a large, very irregular region will have limited, but non-
zero connectivity. Many of the intermediate nodes will have
asymmetric connectivity. This is the behavior observed in
deployments [8]. If all nodes transmit periodically, a node
will receive packets frequently from each of its good neigh-
bors, but it will also receive numerous packets from many
more remote nodes.

These observations suggest a simple means of capturing
probabilistic link behavior in simulations while abstracting
away the complex sources of loss. We compute the mean and
variance in Figure 1(a) to create a link quality model with
respect to distance. For each directed node pair at a given
distance, we associate a link probability based on the mean
and variance extracted from the empirical data, assuming
such variance follows a normal distribution. Each simulated
packet transmission is filtered out with this probability. An
instance showing how this model captures a node’s connec-
tivity cell is shown in Figure 2; it matches well with empirical
observation. This model of link quality is used for all sim-
ulation studies below, allowing more of the design space to
be explored while incorporating some of the most significant
variations observed in practice.

3. LINKESTIMATION

Individual nodes estimate link quality by observing packet
success and loss events. Higher-level protocols use these es-
timations to build routing structures. We seek to find an
estimator that reacts quickly to potentially large changes in
link quality, yet is stable, has a small memory footprint, and
is simple to compute. Reacting to changes quickly allows
higher-level protocols to adapt to environmental changes
and mobility. However, estimations must also be fairly sta-
ble; if they fluctuate wildly, the routing topology is un-
likely to stabilize and routing problems, such as cycles and
stranded nodes, will be common. The memory footprint of
the estimator must be small, because we have limited storage
in which to represent the neighborhood, and its computa-
tional load should be small, since only limited processing is
available and it costs energy.

For sensor networks, the broadcast nature of the wireless
medium allows passive estimation to be performed simply by
snooping on the channel; losses can be inferred by tracking



the link sequence number in the packets from each source.
Estimation through snooping comes at a cost, since the node
listens for packets that are not necessarily addressed to it,
but in many cases the packets are received anyways. Various
low-power listening mechanisms exist [21] that would enable
snooping at a much lower cost. An alternative approach
is to use received signal strength as an indication of link
quality. However, the use of forward error correction and
uncertainties involved in such measurements suggest that
signal strength can be a poor indicator on link quality [4].
We focus on snooping techniques.

A subtlety in the passive estimation approach is that no
loss information is detected between successful packet re-
ceptions. In particular, if a node disappears, its estimate
should degrade to zero. One resolution of this issue is to as-
sume a minimum data transmission rate for each node, as is
the case in many sensor net applications. This also provides
better interpolation for links with high loss rate.

Passive probing to estimate link quality for wired and
power-rich wireless networks is well established. It is widely
deployed over the Internet in protocols such as Internal Gate-
way Routing Protocol (IGRP) [12] and Enhanced IGRP
(EIGRP) [1]. Link quality is measured as the percent of
packets that arrived undamaged on a link. It is reported
by the network interface hardware or firmware, and is cal-
culated as a moving average. In IGRP, packet loss is not
silent, since each packet comes in on a particular link, with
both sender and receiver known a priori. Incoming packets
are always detected and damaged packets are losses. For
wireless networks, the channel is a broadcast medium and
packets can be damaged or totally missed by the receiver.
Furthermore, the link error dynamics are expected to be
very different for low power wireless radios.

Many link estimation techniques exist [23], so we desired
to test many of the established candidates under conditions
similar to our sensor network. The resource constraints sig-
nificantly limit the amount of processing and storage that
can be used for estimations, so complex techniques, such as
linear regression or Kalman filters, are likely to be imprac-
tical. We studied several simple and efficient candidate es-
timators including: exponentially weighted moving average
(EWMA), moving average, time weighted moving average,
and packet loss/success interval with EWMA. Each of these
estimators has tuning parameters that allow them to be
made either more agile or more stable. We also introduced
a new estimator, window mean with EWMA (WMEWMA).
WMEWMA (¢, ) computes an average success rate over a
time period maz(Packets gz”‘;f;t;dlfzczllgzgg;; Received in t) and
smoothens the average with an EWMA. The tuning param-
eters are t and «, where t is the time window represented in
number of message opportunities and « € [0, 1] controls the
history of the estimator. In each case, a minimum message
rate is assumed and a periodic timer event is provided so the
estimator can infer losses prior to the next packet reception.

To study this relatively large design space systematically,
we created a simple synthetic model that generates link
loss characteristics similar to our empirical traces, i.e., a
Bernoulli loss process between discrete changes to the mean
loss rate. In addition to efficient simulations, the estimator
error is well defined. The leading candidates were also tested
on empirical traces, using the simple EWMA estimator as a
basis for comparison. The details of the link estimator study
can be found in [23].
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Figure 3: WMEWMA (¢t = 30, = 0.6) with stable
setting using empirical traces.

We tuned each estimator for two settings: stable and ag-
ile. For stable estimators, we aim to minimize the settling
time, which is the length of time for the estimator to con-
verge within £10% of the actual value and remain within
this error bound. For agile estimators, we aim to minimize
the mean squared error while meeting a crossing time, i.e.,
requiring that the estimators reach £10% of the actual value
within 40 packet opportunities. With such tuned estimators,
we compare settling time, crossing time, mean square error,
and coefficient of variance, as well as memory resources and
computational requirement.

Based on this study, we found that WMEWMA performs
best overall. The storage requirement is constant for all tun-
ings. The link quality estimation at both extremes (0% and
100%) is accurate and has a small settling time. The worst
case is when link quality is close to 50%. Figure 3 shows
how WMEWMA performs on an empirical trace with a sta-
ble setting tuned in simulation. It is clear that WMEWMA
tracks the empirical trace fairly well. The degree of over-
shoot and undershoot is higher than the tuning objective of
10% in simulation. This is expected since empirical traces
have larger variances than our simulated traces.

We found that all of the agile estimators yielded poor esti-
mations with large mean square error and variances. There-
fore, agile estimations should only be used to detect signifi-
cant changes of link quality, such as node disappearance.

For stable estimators, we found that decreasing the set-
tling time increases the degree of overshoot and undershoot.
A +10% noise margin already requires a settling time on the
order of 100 packets. This suggests a limit on how rapidly
routes can adapt to link quality changes, especially when
the message rate is low. Nonetheless, the actual traffic rate
is greater than the data generation rate of a node due to
forwarded traffic, especially near the sink.

Based on this evaluation, we can narrow the design space
and use a stable WMEWMA link estimator underneath the
routing protocols studied below.

4. NEIGHBORHOOD TABLE MANAGEMENT

A node performs neighbor discovery by recording infor-
mation about nodes from which it receives packets, either as
a result of passive monitoring or active probing. Link esti-
mation is used to determine which nodes should be consid-
ered neighbors in the distributed connectivity graph. How-
ever, in a dense network, a node may receive packets from



many more nodes than it can represent in its neighbor ta-
ble. How does a node determine, over time, in which nodes
it should invest its limited neighbor table resources to main-
tain link statistics? The problem is that if a node is not in
the table, there is no place to record the link information, so
there is no way for it build up its link quality and become a
neighbor. Controlling the transmission power to adjust cell
density is often an application-specific or deployment pa-
rameter since it affects overall network hop count, latency,
channel utilization, network lifetime, and quality of links.
For example, [20] adjusts the transmit power to control the
topology and minimize energy required to transport data.

Neighborhood management essentially has three compo-
nents: insertion, eviction, and reinforcement. For each in-
coming packet upon which neighbor analysis is performed,
the source is considered for insertion or reinforcement. If
the source is represented in the table, a reinforcement op-
eration may be performed to keep it there. If the source
is not present and the table is full, the node must decide
whether to discard information associated with the source
or evict another node from the table. We seek to develop a
neighborhood management algorithm that will keep a suf-
ficient number of good neighbors in the table regardless of
cell density. Ultimately, the goodness criteria should reflect
which nodes are most useful for routing. For example, we
would want to discard nodes with low-quality links, as they
are poor routing neighbors. With a link quality distribu-
tion as indicated by Figure 1(a), a node in a field of sensors
will hear from many more weakly connected, distant nodes,
than from well-connected ones. However, a node should hear
from the well-connected nodes more frequently, since few of
their packets are lost. The management algorithm should
prevent the table from being polluted by many low utility
neighbors and allow new valuable neighbors to enter.

This problem has aspects in common with cache manage-
ment and with statistical estimation techniques in databases.
There is a growing body of work in gathering statistics on In-
ternet packet streams using memory much smaller than the
number of distinct classes of packets. Heuristics are used
in [7] to identify a set of most frequently occurring packet
classes. Two algorithms are presented in [10] to identify all
values with frequency of occurrence exceeding a user speci-
fied threshold. A sliding window approach is used in [5] that
can be generalized to estimate statistical information of a
data stream. Finally, [6] showed a simple FREQUENCY al-
gorithm that estimates frequency of Internet packet streams
with limited space. We first consider table management that
seeks to retain a stable subset of high-quality links and then
specialize this approach for routing.

4.1 Neighborhood Management Policy

We focus on passive neighborhood discovery, where nodes
snoop on periodic data messages. Each table entry contains
link estimation and routing data. When a node is evicted
from the table, its link estimation is lost. Insertions are per-
formed if the table is not full, while evictions are performed
only if the table is full.

4.1.1 Insertion Policy

Upon hearing from a non-resident source, we must deter-
mine whether to insert it. No historical information can be
used, since there is no table entry allocated. In some cases
it might be possible to use geographic information or signal

strength associated with the packet, but geographic data
is often absent and does not account for obstructions and
signal strength is highly variable, so we look for a simple
statistical method. The insertion policy should avoid over-
running the neighbor table with a high rate of insertion so
a stable set of neighbors can be established. Probabilistic
down-sampling is the usual technique for controlling inser-
tion rate.

A down-sampling scheme with a fixed probability is sim-
ple, but setting a right value for every node is difficult since
the number of potential neighbors can vary significantly.
We employ an adaptive down-sampling scheme that sets the
probability of insertion to be the ratio of the neighbor table
size, T, to the number of distinct neighbors, N. We assume
that it is possible to only consider periodic messages, such as
beacons, for insertion, so all N neighbors generate a roughly
equal discovery rate. For data collection, we may consider
originating packets and ignore forwarding packets. On av-
erage, at most 1" entries can be inserted into the table for
every N messages received, giving all nodes a chance to get
established. To estimate IV, there exists much prior work in
the database literature to estimate the number of distinct
values over a continuous stream [9]. However, in the case
when periodic beacons are present, we simply count the av-
erage number of beacons received between beacons from a
particular node.

The insertion policy should reinforce good neighbors that
are in the table. We use the sticky policy described in [10].
At insertion time, if the node is already in the table, the
adaptive down-sampling mechanism is bypassed and an ac-
tion is performed to reinforce this node. The specific action
depends on the eviction policy. Finally, the insertion policy
can also take into account other goodness metrics in making
its insertion decision, such preferring potential parents and
children to siblings in the routing graph.

4.1.2 Eviction and Reinforcement Policy

We consider several candidate eviction policies. The sim-
plest approach is merely round robin through the table. No
reinforcement is performed. Drawing on cache management
techniques, we may also consider FIFO, Least-Recently Heard
(LRH), or CLOCK algorithm approximations to LRU. For
FIFO, eviction is based on order of entry, so no reinforce-
ment is performed. For LRH, the resident entry is made
most recently heard. For the CLOCK algorithm, reinforce-
ment sets the reference bit to 1. On eviction, the table is
scanned, clearing reference bits, till an unreferenced entry
is found. A simple policy found in estimating the most fre-
quent values over a stream using limited space is the FRE-
QUENCY algorithm[6]. It keeps a frequency count for each
entry in the table. On insertion, a node is reinforced by
incrementing its count. A new node will be inserted in the
table if there is an entry with a count of zero; otherwise,
the count of all entries is decremented by one and the new
candidate is dropped.

4.2 Evaluation

The management policy should retain as many good neigh-
bors in the table as possible. To evaluate the different poli-
cies, we first measure the yield, i.e., the fraction of good
neighbors that are found in the table more than 75% of the
time. A good neighbor is defined to be a node with link
quality greater than 75%.
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spacing using our empirical link model can have up
to 207 neighbors with very different link quality dis-
tribution.

The nodes are placed uniformly as a grid. We use the
probabilistic link model for connectivity derived from Fig-
ure 1(a) and simulate each node transmitting 100 packets
with no routing. Using 80x80 grid with 4 feet spacing, so
that the effective region covers nodes within 3 grid points
in either direction, we consider a typical node near the cen-
ter in a dense network. It has 207 potential neighbors, i.e.,
nodes from which it hears at least one packet. Figure 4
shows the link quality distribution of this node’s cell. As
expected, many nodes fall in the transitional distance with
unreliable links. About 30% of the nodes have link quality
greater than 75%. Repeating the study for different grid
spacings shows that this ratio remains roughly constant as
the number of potential neighbors ranges from 20 to 200.

To compare table management policies, we fix the table
size and measure the yield as the node density is increased.
Figure 5 shows how the different policies perform at differ-
ent densities with a table size of 40 entries. As expected, all
policies perform well when the table holds all the potential
neighbors. When the number of good neighbors exceeds the
table size, i.e., when the potential neighbors is three times
the table size, the cache based policies are unable to hold
onto a subset of good neighbors. FREQUENCY retains 20
neighbors, or 50% yield, even at high densities. Further ex-
periments varying the table size show that this policy main-
tains over 30% yield for table sizes ranging from half to three
times the number of good neighbors.

We conclude that FREQUENCY is very effective in main-
taining a subset of good neighbors over a fixed-size table,
even for densities much greater than the table size. For ex-
ample, with a table of 32 entries, this policy yields at least
10 good neighbors at all measured densities.

Besides frequency count, the neighborhood management
policy can also take into account other goodness metrics
in selecting its neighbors such as routing cost, lifetime of
a neighbor, scheduling issues, or aggregation opportunity.
In this study, we take the basic goodness criteria and focus
mostly on the frequency metric. In the evaluation of routing
protocols in Section 6, we augment the route table manage-
ment policy further by taking into account routing cost as
the goodness metric. Basically, we avoid maintaining sibling
nodes (nodes with roughly the same routing cost) since they
are likely to find their own routing paths.
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Figure 5: Number of good neighbors maintainable
at different densities with a table size of 40 entries.

5. ROUTING PROTOCOL

The primary focus of this section is to explore the de-
sign issues for routing protocols that exploit connectivity
determined by lower level link estimations to form a routing
topology. Many wireless routing protocols assume connec-
tivity by hearing certain packets[2, 16, 17, 18, 19]. For exam-
ple, ROUTE_REQUEST and ROUTE_REPLY messages are
often building blocks for creating a routing structure. How-
ever, Figure 1(a) suggest that long unreliable links are likely
to influence these protocols and result in building paths with
poor end-to-end reliability. On hardware similar to ours, a
flood-based routing protocol, where the source of the first
message heard in each time epoch is chosen as parent, has
been shown at scale to form convoluted trees with many
long and unreliable links [8]. It is essential that the qual-
ity of a link be established before it is selected for routing
and that this selection is not undermined by contention. We
consider connectivity based on link estimation. Various pro-
tocols utilize this information to formulate the specific cost
metrics for which they optimize.

Our study focuses on the data-collection (many-to-one)
routing scenario, as it is the most basic communication pat-
tern for sensor networks and brings forward the issues that
need to be considered in any pattern. We first provide an
overview of our proposed routing protocol framework. We
then discuss several underlying design choices and propose
a set of cost metrics for routing.

5.1 Protocol Implementation Framework

Figure 6 captures the high level interactions of all the
components implementing our routing protocols. Each node
maintains estimates of inbound (reception) link quality. Rout-
ing should be based on outbound (transmission) link, so this
information needs to be propagated back to the neighbors.
The core component is the neighbor table which contains
status and routing entries for neighbors; its fields include
MAC address, routing cost, parent address, child flag, re-
ception (inbound) link quality, send (outbound) link quality,
and link estimator data structures. Below the routing layer,
all packets on the channel are snooped by the estimator,
with insertions controlled by the neighbor table manager.

The routing protocols are distributed distance-vector based
approaches implemented by the parent selection component.
Parent selection is run periodically to identify one of the
neighbors for routing; it may also broadcast (locally) a route
message. The route messages include parent address, esti-
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ent components for routing.

mated routing cost to the sink, and a list of reception link
estimations of neighbors. When a route message is received
from a node that is resident in the neighbor table, the cor-
responding entry is updated. Otherwise, the neighbor table
manager decides whether to insert the node or drop the up-
date. Data packets originating from the node, i.e., outputs
of local sensor processing, are queued for sending with the
parent as the destination. Incoming data packets are se-
lectively forwarded through the forwarding queue with the
current parent as destination address. The corresponding
neighbor table entry is flagged as a child to avoid cycles
in parent selection. Duplicate forwarding packets are elimi-
nated. When cycles are detected on forwarding packets, par-
ent selection is triggered with the current parent demoted
to break the cycle.

5.2 Underlying Issues

Parent Selection: Many distance-vector based algorithms
can be implemented in this framework, using different cost
metrics to guide routing. The cost of a node is an abstract
measure of distance; it may be number of hops, expected
number of transmissions, or some other estimate of energy
required to reach the sink. When scheduled to run, the
routing algorithm accesses the neighbor table and extracts a
set of potential parents. A neighbor is selected as a potential
parent only if its cost is less than the current cost of the node.
A node may switch to a new parent if one is sufficiently
smaller in cost by some margin than the current parent.
It may also switch to a new parent if the link quality to
the current parent drops below some threshold, if the sink
is unreachable through the current parent, or if a cycle is
detected.

When connectivity to the current parent worsens, its link
estimation will automatically degrade over time, allowing
the selection of a new parent. This is in contrast to tradi-
tional link detection technique found in [17, 18, 19], which
counts the number of transmission failures, and is better
suited to handle semi-lossy links. If connectivity to the cur-
rent parent is lost and no potential parents are available, the
node declares it to have no parent, disjoins from the tree,
and sets its routing cost to infinity.

Rate of Parent Change: Regardless of the routing al-
gorithm, routes can be changed whenever the parent selec-
tion algorithm is scheduled to run. For fast adaptation, it is
tempting to schedule the parent selection component to eval-

uate new routes for every route update received from neigh-
boring nodes. However, a domino effect of route changes is
likely to be triggered across the entire network, especially
when routing costs are very sensitive. To achieve a stable
topology, routes are evaluated on a periodic basis, rather
than upon receiving a route update, except when a cycle is
detected.

Packet Snooping: Given the wireless network is a broad-
cast medium, a lot of information can be extracted by snoop-
ing. Link estimation is one example. At the routing level,
since each node is a router, snooping on forwarding packets
allows a node to learn about all its children, which is use-
ful to prevent cycle formation. Furthermore, snooping on a
neighboring node’s messages is a quick way to learn about
its parent, which decreases the chance of stale information
causing a direct two-hop cycle. The same technique can also
be used to prune children quickly in the case of a network
partition. When a node with an unreachable route receives
a forwarding message from its child, it will NACK by for-
warding the child’s message with a 'NO_ROUTE’ address.
All neighboring nodes, including its children, snooping on
this packet can quickly learn about an unreachable route.
In fact, this naturally provides feedback deep down into the
tree, in effect solving the counting-to-infinity problem.

Cycles: For many-to-one routing over relatively stationary
sensor networks, we believe that it is better to use simple
mechanisms to mostly avoid loop formation and to break
cycles when they are detected, rather than to employ heavy
weight protocols with inter-nodal coordination. DSDV [18]
provides an attractive approach to avoid cycles for mobile
networks, but it requires sequence number propagation and
sequence number settling time tuning, which may differ in
each deployment.

We rely on techniques similar to poison-reverse or split-
horizon [11]. By monitoring forwarding traffic and snooping
on the parent address in each neighbor’s messages, neighbor-
ing child nodes can be identified and will not be considered
as potential parents. We only need to maintain this infor-
mation for nodes in the neighbor table. Route invalidation
when a node becomes disjoint from a tree and tree pruning
by 'NACKing’ children’s traffic are used to alleviate stale
information, which leads to cycles.

With these simple mechanisms, cycles may potentially oc-
cur and must be detected. Since each node is a router and a
data source, cycles can be detected quickly when a node in
a loop originates a packet and sees it returning. This mech-
anism works as long as queue management policy avoids
letting forwarding traffic suppress originated traffic. (Oth-
erwise, packets may get stuck in a loop in the middle of a
route without detection.) This level of fairness is an appro-
priate policy in any case. Once a cycle is detected, discard-
ing the parent by choosing a new one or becoming disjoint
from the tree will break it. Alternatively, a Time-To-Live
field can be added, but we did not use it in our evaluation.

Duplicate Packet Elimination: Duplicate packets can be
created upon retransmission when the ACK is lost. Without
duplicate packet elimination, these will be forwarded, possi-
bly causing more retransmissions and more contention, plus
they waste energy. To avoid duplicate packets, the routing
layer at the originating node appends the sender ID and an
originating sequence number in the routing header. To sup-
press forwarding duplicate packets, each parent retains the



most recent originator ID and originating sequence number
in child entries in the neighbor table. This approach relies on
in-order packet delivery during retransmission and assumes
that the neighbor table is able to track children. Alterna-
tively a recent originator cache could be employed[16].

Queue Management: Nodes high in the tree forward
many more messages than they originate. Care must be
taken to ensure that forwarding messages do not entirely
dominate the transmission queue, since it would prevent the
node from originating data and undermine cycle detection.
We separate the forwarding and originating messages into
two queues so that upstream bandwidth is allocated accord-
ing to a fair sharing policy. The policy that we implemented
is very simple. With the assumption that originating data
rate is low compare to that of forwarding messages, we give
priority to originating traffic. For data collection it is possi-
ble to estimate the ratio of forwarding to originating packets
by counting the descendents of each parent, but a general
treatment of fair queuing is beyond the focus of this study.

Relationship to Link Estimation: Link estimation and
routing are not entirely independent. Link failure detection
based on fixed number of consecutive transmission failures
can be ineffective over semi-lossy links. An estimation of the
link quality yields a much better judgment of link failure.
With bi-directional link estimations, routing over asymmet-
ric links can be avoided. The stability and agility of link
estimation can directly affect the stability of the routes and
the rate of route adaptation, especially when the estima-
tions are combined to form a distance metric describing a
path. Therefore, the final tuning of the link estimator must
be done while observing its effect on routing performance.

5.3 Routing Cost Metrics

The traditional cost metric for distance-vector routing is
hop count. In power-rich networks with highly reliable links,
retransmissions are infrequent and hop count adequately
captures the underlying cost of packet delivery to the des-
tination. However, with lossy links, as found in many sen-
sor networks, link-level retransmission is critical for reliable
transport, as each hop may require one or more retransmis-
sions to compensate for the lossy channel. If link quality
is not considered in route selection, the real cost of packet
delivery can be much larger than the hop count. Neverthe-
less, shortest path routing can still be useful in unreliable
networks, given that poor links are filtered out from route
selections. A simple technique is to apply shortest path
routing only to links that have estimated link quality above
a predetermined threshold. This has an effect of increasing
the depth of the network, since reliable links are likely to
be shorter. However, cell density and physical deployment
may result in a connectivity graph where the set of above-
threshold links fail to connect the network.

With links of varying quality, a longer path with fewer
retransmissions may be better than a shorter path with
many retransmissions. An alternative approach is to use
the expected number of transmissions along the path as the
cost metric for routing. That is, the best path is the one
that minimizes the total number of transmissions (includ-
ing retransmissions) in delivering a packet over potentially
multiple hops to the destination. We call this the Mini-
mum Transmission (MT) metric. In considering the ex-
pected number of transmissions of a link, it is important

to determine link quality for both directions since losing
an acknowledgment would also trigger a useless retransmis-
sion. For each link the MT cost is estimated by the prod-

1 1 . .
uct gy quality forward T Tink qualitypachward ’ which is also pro-

posed in [4]. The distance-vector algorithm computes over-
all cost of a path in the same manner as hop count with
these weighted hops. In addition to optimizing for some-
thing closer to the true cost, MT eliminates the need for
predetermined link thresholds. However, the stability of MT
routing is potentially an issue, since the MT metric utilizes
link estimations in a non-linear fashion. Thus, for MT a
substantial noise margin should be used in parent selection
to enhance stability.

Another cost metric is path reliability, which is a product
of link qualities along the path. It is used in [24] to optimize
end-to-end success rate without link retransmission. It has
a tendency to yield long paths. We do not study this metric
as our protocols take advantage of link retransmissions.

6. EVALUATION

Having established the framework for concrete implemen-
tations of a variety of routing protocols and the underlying
building blocks, this section seeks to compare and evaluate
a suite of distance-vector routing protocols in the context of
data collection over a large field of networked sensors. We
proceed through three levels of evaluation. The ideal be-
havior of these protocols, with perfect link estimation and
no traffic effects, is assessed on large (400 node) networks
using a simple analysis of network graphs with link qual-
ities obtained from our probabilistic link characterization.
The dynamics of the estimations and the protocols is then
captured in abstract terms using a packet-level simulator. A
wide range of protocols is investigated on 100-node networks
under simulation. This narrows the set of choices and sheds
light on key factors. The best protocols are then tested on
real networks of 50 nodes in greater detail.

6.1 Protocols

The set of routing protocols under evaluation include:

I Shortest Path (SP and SP(t)) protocols are the
conventional distance-vector approach where each node
picks a minimum hop-count neighbor and sets its hop-
count to one greater than its parent. For SP a node is
a neighbor if a packet is received from it. For SP(¢) a
node is a neighbor if its link quality exceeds threshold
t. Thus, shortest path routing is performed within a
sub-graph of high quality links. Based on Figure 1(a),
we consider two values for t. With ¢ = 70%, we consider
only links in the effective region, while leaving a signifi-
cant noise margin for the estimators. With ¢t = 40%, we
allow most of the good links in the transitional region,
resulting in larger, less regular cells.

II Minimum Transmission (MT) uses the protocol de-
scribed in Section 5 with the expected number of trans-
missions as its cost metric. Since the cost is built upon
estimations, to enhance stability, a new path is used if
the new cost is lesser by a noise margin.

III Broadcast is a naive flooding based protocol. The root
periodically floods the network; a node chooses a parent
based on the source address of the first flooding message



that it receives in each epoch. The broadcast protocol
essentially captures reverse path routing as found in
protocols such as DSR [17].

IV Destination Sequenced Distance Vector (DSDV)
uses destination based sequence numbers to avoid cycle
formation [18]. We adopt DSDV into our framework
and preserve the essence of the protocol; parent is cho-
sen based on the ’freshest’ sequence number from the
root while maintaining a minimum hop count when pos-
sible. Similar to SP, DSDV ignores link quality and con-
siders all nodes it hears as neighbors. Since our DSDV
protocol evaluates routes on a periodic basis, except
when a node is disjoint from the network, we naturally
support sequence number settling for DSDV. A fixed
number of consecutive packet losses to the next hop is
used for link failure detection. When link failure is de-
tected, a node is disjoint from the network and declares
route unreachable to its neighbor over periodic route
messages and originated traffic.

6.2 Evaluation Metrics

We define four important metrics for evaluating the per-
formance of these protocols.

I Hop Distribution measures routing depth of nodes
throughout the network, which reflects both end-to-end
latency and energy usage.

II Path Reliability is the product of link quality along
the path from each node in the network. It approx-
imates the end-to-end reliability of a routing path in
the absence of retransmission.

III End-to-End Success Rate is the number of packets
received at the sink for a node divided by the num-
ber originated. A maximum number of link retransmis-
sions is performed at each hop. Losing packets before
reaching the sink not only wastes energy and network
resources, but also degrades the quality of application.
Another subtle issue is fairness. Nodes far away from
the sink are likely to have a lower end-to-end success
rate than nodes that are close. The breakdown of suc-
cess rate by hop or distance should show this behavior.

IV Stability measures the total number of route changes
in the network over a period of time, which indicates
the stability of the routing topology. A stable topology
should make higher-level operations, such as scheduling
or aggregation, easier to design and implement.

6.3 Network Graph Analysis

The first method of evaluation is graph analysis. Given
a static, connectivity graph with probabilistic link qualities
of all edges derived from inter-node distance, we compute
optimal trees for each routing algorithm based on different
cost metrics. We only consider SP, SP(t), and MT since
only the cost metrics, rather than the means of determin-
ing them, matter at this level of analysis. Without packet
level dynamics, only hop distribution and path reliability are
meaningful. Nonetheless, this high level analysis enables us
to explore large scale networks; given perfect information, it
also establishes optimistic bounds on routing costs.

We analyze a network of 400 nodes, organized as a 20x20
grid with 8 feet spacing. The sink node is placed at the
corner to maximize network depth. Connectivity informa-
tion is derived from data shown in Figure 1(a). Without the
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Figure 7: Graph analysis results for a 400 node net-
work with 8 feet grid size.

+10% estimation error due to perfect information, we study
SP(50%) instead of 40%.

Figure 7(a) shows the hop-count distribution for four pro-
tocols. SP yields a very shallow network, while the rest yield
deeper networks with wider hop distribution. With most
nodes being 2 and 3 hops away from the root in a network
of 160-foot extent, many of the links must cover 40 to 50
feet. This suggests they are at the border of the transitional
and clear region of Figure 1(a) and have very low quality.

Figure 7(b) shows the path reliability for these protocols.
Indeed, reliability for SP drops below 5% for nodes of dis-
tance greater than 50 feet. Protocols that utilize link qual-
ity estimates yield much higher path reliability by taking
more, higher quality hops. SP(70%) only considers links in
the effective region. The lowest path reliability for two and
three hop in SP(70%) is (0.7)% = 49% and (0.7)* = 34.3%.
SP(50%) takes advantage of links in the transitional region
for fewer, longer hops, but reliability is hindered as a result.
MT takes reliability into account and performs best with-
out the need to set a threshold. This higher path reliability
comes with a tradeoff of a slightly higher hop count for MT,
as shown in Figure 7(a).

6.4 Packet Level Simulations

We turn to packet level simulations to further understand
the dynamic behavior of the routing protocols and their in-
teractions with link estimation and neighbor table manage-
ment. We built a custom discrete time, event-driven net-
work simulator in MATLAB and implemented the current



network stack found in the TinyOS sensor node operating
system. The low level details of retransmissions and me-
dia access are captured by the simulator, while the radio
connectivity model is based on Figure 1(a).

To capture the effect of collisions, we performed an empir-
ical study similar to that in Section 2 using three nodes at a
time (a sender, a receiver, and a collider that also transmits)
at various distances. In general, noticeable interference is
observed only if a collider is within the transitional region
of the receiver. Almost no reception is possible if the col-
lider is within the effective region of the receiver. We use
the following model to approximate this behavior in simula-
tion. Assume p; ; is the probability of successful reception
for node i to receive j’s message. Let node b be the receiver
and node a be the sender. The probability for b to receive a’s
message given there are k colliders equals py,q * Hiek 1—pp,i.

We use this simulator to analyze a 100-node network,
placed as a 10x10 grid with 8 foot spacing, with the sink
node located at the lower left corner of the grid. The sim-
ulation time for each experiment is 2000 seconds. FEach
node offers a load of periodic traffic at 10s/data packet and
20s/route packet. For protocols that utilize link estimations,
WMEWMA is used with stable settings. We simulated all
the protocols, except SP, since graph analysis has shown its
poor performance confirming our experience in practice. For
MT, we additionally consider the effect of using the FRE-
QUENCY algorithm to manage a neighbor table of only
twenty entries. We call this case MTTM. Other cases use a
table large enough to hold all neighbors.

Figure 8 shows the resulting hop distributions. These
agree with graph analysis fairly well considering that this
network has half the physical extent in each dimension of
that used in graph analysis. SP(40%), Broadcast, and DSDV
all have a tight distribution, but wider than SP in graph
analysis. SP(70%) and MT yield wider spreads in hop dis-
tribution and generally take more hops. For DSDV, about
15% of the nodes have no routes or infinite hops at the end of
the simulation; these nodes have become disjoint from the
network as a result of link failures or unreachable routes.
Without link quality information, long, unreliable links are
likely to be selected for routing and these are likely to ex-
perience link failures, causing nodes and their children to
become disjoint from the network.

Figure 9 shows the average actual path reliability obtained
by accumulating the link qualities of each packet that moves
through the network. The top graph includes the proto-
cols that utilize only high quality links in route formation.
These yield relatively high path reliability even at 100 feet.
The differences are much smaller than those under graph
analysis. This appears because variations in link estimation
eliminate some of the long, unstable links in SP(70%).

Although SP(40%) exploits link estimates in determining
the next hop, a higher tolerance of lossy link yields poor
performance similar to DSDV and Broadcast, as indicated in
the lower graph. Protocols having similar hop distributions
yield similar path reliability over distance; a higher majority
hop count yields higher path reliability over distance.

Figure 10 shows the stability over time of the routing
structures due to stochastic variations in packet loss and
the associated estimation error. Broadcast and DSDV are
highly unstable. Broadcast is unstable because its parent se-
lection mechanism is opportunistic. DSDV suffers because
poor links trigger link failure detection, which cause nodes
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Figure 8: Hop distribution from simulations.
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Figure 9: Path reliability over distance from simu-
lations.

to join and disjoin from a tree. The other protocols yield
stable routing trees. MTTM is the most stable because the
number of alternative parents in the neighbor table is re-
duced, while still presenting some good parents.

Figure 11 shows that given a maximum of two link layer
retransmissions, end-to-end success rate is close to 90% for
protocols that utilize high quality links. SP(40%) suffers
non-negligible packet loss. DSDV suffers from nodes joining
and disjoining from the network, while Broadcast performs
very poorly even with retransmissions.

In all of the simulation runs, no cycles occurred. Further-
more, MTTM yields no significant difference in overall per-
formance; it maintains an adequate number of good choices
for route formation to succeed.

6.5 Empirical Study of a Sensor Field

Our simulation results allow us to further narrow down
our evaluation space and focus on SP(40%), SP(70%), and
MT in realistic settings. We implement these protocols and
the WMEWMA link estimator on the TinyOS platform.
Our first realistic test-bed is a 50-node network placed as a
5x10 grid with 8 foot spacing in the the foyer of the Hearst
Mining building on the UC Berkeley campus. The nodes
are placed on cups 3 inches above the ground, since ground
reflection can significantly hinder the range of these radios.
The sink node is placed in the middle of the short edge of
the grid to avoid the potential interference from the metal
building supports at the corners of the grid. It is attached to
a laptop computer over a serial port interface for data collec-
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Figure 11: End-to-End success rate over distance
from simulations.

tion. A typical run lasts about three hours and is performed
at night when pedestrian traffic is low.

We found that to set the radio transmission power levels
appropriately and to understand behavior of the protocols,
we had to repeat the connectivity vs. distance study of
Figure 1(a) in this indoor setting. We deployed a 10-node
line topology network diagonally across the foyer with 8 foot
inter-node spacing. To have several hops while preserving
good neighbor connectivity, we wanted to find the lowest
power setting such that the effective region would cover the
grid spacing. Figure 12 shows the reliability scatter plot for
a low transmit power setting. The fall off is more complex,
presumably due to various multipath effects, even though
the space is quite open. At 8 feet, most of the links are above
90%. It is apparent that a significant number of reliable,
long links exists, with a few of them covering more than
half of the network extent.

We performed the data collection experiments with this
power setting for SP(70%), SP(40%), and MT. The max-
imum number of link retransmissions is two. The link es-
timator setting for WMEWMA is (¢t = 30, = 0.5). We
used a neighbor table size of 30 in all our 50-node exper-
iments. The traffic load is 30s/data packet and 60s/route
packet per node. To expedite the warm up phase of the es-
timator, the route update rate is 10s/route packet for the
first 10 minutes. We also explore effect of tripling the data
rate and route update rate on MT, without any rate control,
to deliberately drive the network into congestion.

Figure 13(a) shows the hop distribution for SP(40%) and
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Figure 12: Indoor reception probability of all links
of a network in a line topology at low transmit power
setting (70) in the foyer.

MT. SP(70%) is not shown because it failed to construct
a viable routing tree. The distributions for SP(40%) and
MT are quite similar and both surprisingly shallow, given
that the transmission strength was set to just cover the grid
spacing. Also MT is the shallower of the two, unlike in sim-
ulation. To see why this occurs, a contour plot of hop-count
over the grid is shown in Figure 13(b). The sink node is
located at (1,3). Three nodes in column 9 are at one hop,
even though nodes in column 6 are at three hops. These are
long, stable links with good connectivity. Similarly, nodes
in column 4 are at 1 hop, while nodes in column 3 are at 2
hops. This contour plot represents an aggregation of evolv-
ing routing tree over the run of the experiment, so the nodes
in column 9 are usually at the first level of the tree and the
nodes at (3,6) and (3,7) are generally deep in the tree, but
their parents may be neighbors in any direction.

For the congested case, we see a reduction in reliability of
links in the upstream direction, causing more nodes to take
more hops. The curve for MT Congested shifts to the right.

To see why SP(70%) fails to form a routing tree, even
though Figure 12 suggests that average link quality to neigh-
boring nodes should be around 90%, we had each node in-
clude link estimates to and from the parents under MT in
its data packets. These average estimations are shown in
Figure 14. (This information is not available for SP(70%)
because few nodes could deliver information.) Similar data
is also observed for SP(40%). They vary right around 70%,
for all nodes whose next hop is not the sink node. (For
nodes connected to the sink, the upward link is much less
reliable than the downward link.) When interference from
other traffic is present, the average link quality decreases.
The threshold in SP(70%) is no longer sufficient to main-
tain a connected subgraph.

SP(40%) experiences a similar thresholding problem at
high data rates that cause the network to become congested.
We observed that congestion prunes the tree built by SP(40%)
due to the link quality dropping below the threshold. Pack-
ets are not forwarded, reducing the contention; SP(40%)
rebuilds the network as congestion goes away and this cycle
repeats. MT avoids these problems by picking the best avail-
able paths, without an arbitrary threshold. Notice also that
by tracking the link quality, routing protocols can success-
fully avoid routing over asymmetrical links. The rest of the
study only focuses on SP(40%), MT, and MT Congested.
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field.

Figure 15 shows the end-to-end success rate versus dis-
tance of MT and SP(40%). MT delivers roughly 80% of
the originated data consistently throughout the sensor field.
This indicates that each of the underlying components of the
protocol, including link estimation, parent management and
queue management are working together effectively. The
success rate of SP(40%) is lower, but is still much more ro-
bust than the simulations would suggest. Even though this
protocol considers links that are estimated at 40%, it ap-
pears that many of the links it chooses are in fact of much
higher quality.

To further test the robustness of MT, we examine its be-
havior under a high enough load to cause substantial con-
gestion in the network. At 3 times the data origination and
route update rate, the success rate drops to roughly 50%.
The network is delivering 1.4 times the absolute data rate
to the sink. Even under congestion, the success rate is only
slightly impacted by distance and network depth.

The average number of link retransmissions per packet de-
livered to the base station is about 1 along the entire path
for MT, SP(40%), and MT Congested. With the average
next hop link quality of 70%, we would expect a higher data
success rate. To probe this issue further we extracted the
link quality for nodes sending to the base station throughout
the run. The quality in sending to the base station is only
50% and drops to 40% for the congested case. This can be
seen in Figure 14; nodes 16 and 25 are depth 1 most of the
time and exhibit a low parent link quality. We have previ-
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Figure 15: End-to-end success rate over distance in
the foyer.

ously observed on this platform that traffic over the serial
port reduces quality of RF reception at the base station.
To see the effect on nodes deeper in the network, we exam-
ine a three-hop node and look at the difference between its
estimated number of transmissions to reach the base station
and the number of transmissions that actually occurred for
packets that arrive at the base station. With the estimated
number of transmissions being six, one retransmission is ex-
pected on average on each hop of a three-hop path. However,
the packets that reached the base station only experience one
retransmission along the entire path. This suggests that two
retransmissions per hop are ineffective in moving the packet
along the path. With a maximum of three retransmissions
per hop, the end-to-end success rate is greater than 90%.
Our data also shows that the cost of the path, which is
composed of three different link estimations over three hops,
is very stable. The fluctuations are 41, which suggests
they are changes in hop count. This data supports that
our WMEWMA estimator performs well on real networks.
Figure 16 shows the stability of routing tree with MT
and MT Congested. For MT after an early formation stage,
the network is fairly stable. However, we see a substantial
change about every 1,000 seconds. The stability of SP(40%),
not shown, is similar to MT. MT Congested exhibits much
greater instability. It does operate at three times the data
rate and route update rate, so the time-scale is effectively
compressed, but the underlying cause of the volatility is the
fluctuations of link quality due to contention. We return
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Figure 16: Stability of the entire network in the
foyer.

to this issue below in analyzing more detailed results from
another test-bed.

In all of our experiments, no cycles were detected, suggest-
ing that simple cycle avoidance mechanisms are sufficient for
relatively immobile networks. The policy on multiplexing
between originating traffic and forwarding traffic appears to
be a smaller factor in these experiments, as the forwarding
queues in all the nodes are almost empty. Furthermore, even
at this low power setting, the number of potential neigh-
bors is quite large. For example, the base station ended up
recording twenty six neighbors, which is half the network.
This reinforces the need for neighborhood management.

6.6 Irregular Indoor Network

We repeated a similar set of experiments with 30 nodes
scattered around an indoor office space of 1,000 ft. We did
not perform any a priori analysis of connectivity and dis-
tance relationship in this environment. We simply placed
nodes on handy spots and set the transmit power to max-
imum. Although this is a smaller scale network, the office
test-bed provides a back channel that allows us to periodi-
cally archive information within each node.

In this setting, SP(70%) also failed to form a routing tree.
Figure 17 shows the end-to-end success rate of the algo-
rithms. MT can achieve 90% success rate over six hops,
with an average of 1 retransmission. SP(40%) performed
the same, with an average of 1.3 retransmissions. The ac-
tual results are also not too different between the protocols.
MT Congested has a sharp drop on end-to-end success rate
and has almost 0% from a 6 hop node.

To understand the dynamics due to congestion, we exam-
ine how link estimations over the same pair of nodes behave
differently under different channel utilization in Figure 18.
The estimation under congested traffic is unstable due to
interference from collisions and hidden node problems. Pe-
riods of contention lower the estimation quite significantly.
This creates global instability on the routing tree as it at-
tempts to adapt; such behavior is captured in Figure 19.
This is consistent with the congested behavior that we ob-
served in the open foyer experiments.

7. CONCLUSIONS

This study has shown that link quality estimation and
neighborhood management are essential to and tightly cou-
pled with reliable routing in sensor networks. WMEWMA is
a simple, memory efficient link estimator that reacts quickly,

0.8
Q
T
@
806
(5]
(5]
3
(7]
504
I
g = MT
< SP(40%)

0.2 - MT Congested

0 1 2 3 4 5 6
Hop Count

Figure 17: End-to-end success rate versus hop in an
office environment.
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Figure 18: Link estimation of a node to its neighbor
over time in an office environment.

yet is stable enough for path characterization in cost-based
routing. The FREQUENCY algorithm performs well in
maintaining a subset of good neighbors in a constrained
neighbor table regardless of cell density. Minimum expected
transmissions is an effective metric for cost-based routing,
it does not require a predefined link quality threshold and
is robust under varying connectivity characteristics. The
combination of these techniques has been shown empirically
to yield high end-to-end success rate in sizable networks on
a resource-constrained platform. This study focuses on a
data collection workload using the Mica platform, but the
techniques and the methodology are relevant to many other
communication patterns and to other platforms.

Our empirical study crosses several system layers and il-
lustrates interactions among global network structure, high-
level protocols, and the underlying low-level issues. The
empirical data should shed light on application deployment
by illustrating the tradeoffs among transmit power, inter-
nodal spacing for data sampling, average and maximum
network hop count, and overall network load. We delib-
erately put the network into congestion in our study, but
effective methods, such as [22], exists to alleviate such is-
sues in practice. Although new generations of radios will
have different connectivity characteristics from the one that
we sampled, the observed three-region structure is expected
to persist; link estimation, neighborhood table management,
and reliability-based cost metrics are likely to remain as core
underlying issues for reliable routing in sensor networks.
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